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Introduction 

• Natural Language Understanding (NLU) models are prone to relying on 
annotation biases of the datasets as a shortcut, which goes against the 
underlying mechanisms of the task of interest
• annotation artifacts ：

• the entailed hypotheses tend to replace exact numbers/gender with approximates/generic words 
(some, at least, human, people etc.)

• purpose clauses are a sign of neutral hypotheses
• negation is correlated with contradiction label 
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Introduction 

• Natural Language Understanding (NLU) models are prone to relying on 
idiosyncratic biases （annotation artifacts）of the datasets as a shortcut, 
which goes against the underlying mechanisms of the task of interest
• annotation artifacts ：

• the entailed hypotheses tend to replace exact numbers/gender with approximates/generic words 
(some, at least, human, people etc.)

• purpose clauses are a sign of neutral hypotheses
• negation is correlated with contradiction label 
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As a result, with only processing 
the hypothesis, models can reach 
accuracy scores as high as twice 
the majority baseline (67% 
vs.33%) when predict the class 
within the SNLI dataset 



• biased samples can include some information 
necessary to perform the NLU tasks 

• learning from these examples helps the model 
maintain the original in-distribution accuracy. 

Introduction
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• Recent popular solution is to develop de- biasing methods that overcome 
these biases at the training stage 
• first use a bias model to identify biased samples. 
• then adversarial learning or ensemble training are utilized to either 

remove the bias from sentence encoder or control the training loss by 
discouraging learning from the bias samples 

how to make unbiased inference 
under biased training still 
remains a major challenge

how to disentangle the learned 
general features and memorized 
dataset bias



Method
• propose a novel bias mitigation strategy from a causal-effect look
• formulate the hypothesis/claim only bias as the direct causal effect of hypothesis/claim on 

labels, and conduct the debiasing by subtracting the direct causal effect from the total 
causal effect. 

• How could we estimate the causal effects in NLU tasks❓
• apply de- confounded training with causal intervention to obtain the true causal effects
• counterfactual reasoning 
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Method
• De-confounded Training 

• counterfactual reasoning 
• two situations 
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factual NLI: obtain the total causal effects
• both P and H are available 
• estimate the total causal effect of P and H on L 

counterfactual NLI: obtain the direct causal effect 
• “What will the prediction be if seeing the hypothesis 
sentence only and had not seen the premise and the combined feature?” 



Method
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Method
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Method

2022/1/27 10



Method
• Parameterization 

• Training and Inference 
• Training：jointly optimize the parameters of the base NLI model, the hypothesis-only branch 

and the premise-only branch using the gradients computed from three losses. 

• Inference：use the debiased effect for inference
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An illustration of the training process 



Evaluation

• Datasets
• natural language inference 
• SNLI dataset 
• SNLI-hard 

• fact verification 
• Symmetric evaluation set based on the FEVER (fact verification) dataset

• Implementation 
• Encoder 
• BERT as the base encoder for both tasks
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Evaluation

• Baselines
• BERT：the off-the-shelf uncased BERT based model with cross entropy loss. 
• RUBi :  language-prior based methods to alleviate uni-modal biases learned by 

visual question answering models 
• DFL and PoE : reduce biases learned by neural models with model ensemble 
• Fact verification

• Reweight : introduces a regularization method 
• Self-debiasing: the shallow representations of the main model are used to 

derive a bias model
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Results
• CICRFC and CICRSUM obtain 4.11 and 5.3 

points gain compared with the BERT-based 
model in hard set respectively. 

• CICRFC and CICRSUM significantly surpass the 
prior debiasing works, setting a new state-of-
the-art. 

• Our proposed CICR models achieve the 
strongest performances on both symmetric test 
set v1 and v2. 

• Our CICR minimizes the trade-off between the 
in-distribution and out-of-distribution 
performance compared to the other methods. 
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Results

• When we discard the causal intervention part (w/o 
CI in Table 4), the performance drops, 
demonstrating the effectiveness of the causal 
intervention. 

• When we remove the counterfactual reasoning part 
(w/o CR in Table 4), the performance has decreased 
more obviously. 
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Summary

• We propose a novel bias mitigation strategy to reduce known biases learned by 
NLU models based on causal inference. 

• The detailed implementation consists of de-confounded training with causal 
intervention and unbiased inference with counterfactual reasoning.

• Experimental results on two NLU tasks: natural language inference and fact 
verification demonstrate the effectiveness of our CICR.

• Future work may include developing a more complex causal graph with external 
knowledge with our counterfactual inference framework. 
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Thanks!
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